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Galilean invariance is applied to extract the invariant parts of matrix elements of particle creation and 
annihilation operators. A method for solving the iV-particle problem in terms of N to iV-fl particle ampli­
tudes is presented. 

1. INTRODUCTION 

THE usual treatment of the A7-particle problem 
deals with the full A7-particle wave function 

^(xi,- • «,XJV). A recent alternative is the approach via 
Green's functions,1 which emphasizes the N to N+l 
particle amplitudes. However, in order to treat the 
N to N+l particle amplitudes, the Green's-function 
methods also require N to N+2, N to N-1, N to N— 2, 
etc., particle amplitudes. This paper presents a formula­
tion of the N+l particle problem as far as possible in 
terms of N to N+1 particle amplitudes alone. As will 
be seen, the other amplitudes which will be required 
will all involve fewer than N+1 particles. 

In order to simplify the treatment, the system is 
assumed to consist of identical spinless particles; the 
Hamiltonian is (in units such that h=2m= 1) 

E= V^(x)-V$(x)dx 

- f V{x-yW(xWm(y)yf,{x)dxdyy (1) +-

where ^(x), ^f(x) are the second-quantized field opera­
tors that satisfy the (anti) commutation relations 

[*(x),*(y)]±=0, C^(x)^(y)]±=5(x-y). (2) 

Here, as in the following, the upper (lower) sign is for 
fermions (bosons). 

The N to N+l particle amplitudes of interest are 
the amplitudes (NcXL\4r(x)\N+l0K!), where | NaK) 
is the state consisting of N particles in internal state 
a with total (center-of-mass) momentum K. The 
differential equations satisfied by these amplitudes, or, 
more exactly, by their invariant parts, defined in Sec. 2, 
are derived in Sec. 3. The main problem is ensuring the 
(anti)symmetry of the system with respect to inter­
change of particles. Since the amplitudes may contain 
as few as one coordinate, this cannot be achieved by 
the usual (anti)symmetrization procedure in the particle 
coordinates. Sections 4 and 5 discuss the resolution of 

fOn leave 1961-62 from School of Physics, University of 
Minnesota, Minneapolis, Minnesota. 

1 A. Klein and R. Prange, Phys. Rev. 112, 994 (1958). V. M. 
Galitskii and A. B. Migdal, Zh. Eksperim. i. Teor. Fiz. 34, 139 
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this problem for continuum states and for bound states, 
respectively, and thus complete the formulation of the 
(A7+l)-particle problem in terms of the invariant N to 
N+l particle amplitudes. The final section considers 
the determination of the T matrix from the invariant 
amplitudes. 

2. INVARIANT FUNCTIONS 

Before deriving the differential equations satisfied by 
the amplitudes, it is useful to extract the invariant parts 
of the amplitudes by removing the trivial part of the 
dependence on K, K', and x. First, it follows from 
translation invariance that 

\f,(x) = e-ip-x\P(0)eiP'*, (3) 

where P is the total momentum operator. Therefore, 

(NaK\iKx)\N+10K') 

= ei(K'-K) -*(NaK | iKO) | N+1 0K'>. (4) 

Then Galilean invariance requires that 

(NaK\$(0)\N+lpK') 
depend on K and K' only in the combination correspond­
ing to the relative velocity, namely, K'/(N+1)—K/N. 
Specifically, the choice of variable that will be used is 

/ N \ 
(NaK\m i N+10K')= (2*)-*iqaJ K ' - K ), (5) 

\N+1 J 
so that 

<iVaK|^(x)|AT+lj8K/> 

= (2T)-8 'V<K '-*>-^a// K ' - K Y (6) 
\AT+1 / 

The functions \pap are clearly invariant under transla­
tions in both configuration space and velocity space, and 
will be called the invariant N to N+1 particle ampli­
tudes. Application of standard group-theoretic tech­
niques shows that, if a and fi belong to rotation-group 
representations Ja and Jp and correspond to the ele­
ments Ma and M$ of these representations, respectively, 
then }pafi(k) can have components corresponding to 
the Mp—Ma elements of the representations \Ja—//s|, 
|7«-J>|+1, • • - , /«+/ , . 
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Note that (6) gives 

*(x)|tf+lj8K'> 

= Sa fdK | NaK)(NaK | *(x) | AT+10K') 

= (2ir)-8/25afrfK|AraK) 

N O N R E L A T I Y I S T I C T H E O R Y 2831 

(14) 

\N+1 J 
(7) 

where the normalization of the states is chosen so that 
the completeness relation for physical states y is 

y fdK IAT-TK)<A^K| = ltf, (8) 

with Sy a generalized sum (integral) over internal states 
7 and Iff the unit operator in the A^-particle subspace. 
The usual N+l particle wave function for the state 
\N+ipK')is 

^K'^+Kxr • •xN+1) = [(N+l)\J-u* 
X (01 *(xw+1) • • -*(x!) 1N+1 0K'\ (9) 

so that (7) gives 

*evN+K*i-•-xir+i) 

= (A7+l)-1/2(2ir)-3'25« fdK «*»'-« -»t 

AT 

and Eq. (8) define 8tts
<JV+1). It follows that 

(iV+l)5^(JV+1)*(K) 

= / d x 5 T /*<fK' <A*+1 aK|^(x) | AT7K') 

X(AT
7K'|iKx)|iV+10O> 

= 8(K)SyjdK'fya*(K')tye(K'), 

so that 

Syfdp^ya*(p)^fi(jp) = (N+l)Ba$(N^K (15) 

Equation (15) can also be obtained from Eq. (10). 

3. DIFFERENTIAL EQUATIONS 

The equations for the invariant functions are ob­
tained by taking the matrix elements of 

which follows from (1) and (2) with 

* ( *>= / V(x-y)n(y)\/s(x)dy, 

n(x)=*t(x)*(x). 

(16) 

(17) 

(18) 

XfJ K'-KW*(X*---XY+1). (10) 
\N+1 I 

Equation (10) exhibits the explicit dependence on Xi of 
the functions ^Ta(xi) in the common expansion2 

tfa^+Kxi- • -xN+1) = Sy*7
N(x2- • .x*+0^a(xi). (11) 

As is evident from (10), it is not the dependence of 
<Pys(xi) on Xi that is interesting, but rather the de­
pendence of its invariant part \p on the velocity differ­
ence v5— \y and on the internal states in y and 8. 

The invariant amplitudes have a definite normal­
ization : 

. « K | / , (N+1 aK | / tf(x)4t(x)dx IN+1 j80> 

where 
= (N+l)8(K)8a,^\ (12) 

(N+l aK\N+l 0O)=8(K)8a/
N+l\ (13) 

2 For example, N. F. Mott and H. S. W. Massey, The Theory of 
Atomic Collisions (Clarendon Press, Oxford, 1949), Chap. VIII. 

It would also be possible to apply the usual Hamil-
tonian2 to (7) and (8) and derive the same equations, 
but invariance arguments are much simpler to apply in 
the second-quantized formalism. In the matrix elements 
of (16), the left-hand side is evaluated by using 

E\NaK)= (Sa+N-iR^lNciK), (19) 

where Sa is the internal energy of the state a. For 
example, Sa is — Ba for the bound state a, where 
Ba>0 is the binding energy of the state, and Sa is 
[_(N+i)/N~]p2—Bb for the state consisting asymptoti­
cally of A-particle bound state b plus a single particle 
with relative momentum p (relative momentum is de­
fined as the product of reduced mass and relative 
velocity). 

By arguments like those leading to (6), it follows that 

<AaK|x(x)|tf+10K'> 

= ( 2 7 T ) - 3 / V < K ' - K > - X « / - ^ K ' - K \ (20) 
\ A + 1 / 

where Xa/3 is the invariant part of the matrix element. 
The invariant function x is related to $ through 

Xa„(k) = (27r)3/2<Aa-k| X(0) | N+l 00) 

= (2x)3/2S7 jdydK V(-y)(Na-k\n(y)\ NyK) 

X<#7K|*(0)|iV+lj90). (21) 
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Now it again follows from Galilean invariance that 

(Na-k|n(y) |NyK)= (2T) -« *««*+*>•»w«7(K+k), (22) 

so that 

Xa,(k) = (2x)-»-'s5T /"rfKrfy e-iK T (y )a« T (K)^ (k -K) 

= 5 7 frfK f(K)waT(K)^3(k-K), (23) 

(24) 

will be used for V, nay, \pa$, etc. 
Hence, the matrix element of (16) between the states 

[ Net- (N+ l)k) and | N+1 0- (N+ l)k) gives 

where the Fourier-transform convention 

f(x) = (2w)-w f(k)eikxdk 

•(AT+1)£2 

-+««-(#+!)**-«, Mk) 

• / 
s J dK f(K)«a,(K)^(k-K), (25) 

/JV+1 

\ 2V 
**+ s. (k) ,— <§0 Wat 

+Sy I dK f(K)««Y(K)^(k-K)=0. (26) 

These equations are the invariant parts of the usual2 

equations for the functions <pyi(x) of Eq. (11). The 
Fourier transform of (26) is 

( —vH-s«-s«k. ,(x) 

+Sy I dy V(x-y)nay(y)^(x) = Q. (27) 

Here, nay(y) is the invariant part of the density matrix 
element and represents the density at displacement y 
from the center of mass of the iV-particle system. Note 
that nay involves only the iV-particle states, and not 
those of iV+1 particles. The combination 

(28) »«7W= I dyV(x-y)nay(y) 

plays the role of the potential in (27). It clearly repre­
sents the invariant potential, that is, the potential at 
displacement x from the iV-particle center of mass. 

With (28), Eq. (27) takes the form 

/ N+1 \ 
(29) 

Equations (26) and (29) are clearly invariant under 
translations in configuration and velocity space, while 
transforming in the standard way under rotations. 

In order to solve Eqs. (29) for the invariant ampli­
tudes ^a/j(x), it is necessary to know the two-body 
interaction F(x), the invariant A7-particle density 
matrix elements nay(x), the energies 8a of the AT-particle 
states, and those of the energies 8$ which are continuum 
energies. These latter are composed of binding energies 
of groups of fewer than A7+l particles and relative 
kinetic energies, and hence do not involve unknown 
quantities associated with the (N+1)-partide system. 
Clearly, the binding energies of all numbers of particles 
less than N+1 are needed. The energies 8$ that are 
binding energies of (N+1) -particle bound states are to 
be determined as eigenvalues of (29). 

4. (ANTI)SYMMETRY IN CONTINUUM STATES 

The amplitudes ^a/s(x) corresponding to a physical 
state j8 must be a solution of (29). In addition, they 
must satisfy conditions which ensure that the solution 
has proper characteristics with respect to interchange 
of particle coordinates, that is, the left-hand side of 
Eq. (10) must be (anti)symmetric under interchange 
of particle coordinates. The amplitudes \pap themselves 
do not contain all the individual particle coordinates, 
so that the usual (anti)symmetrization procedure cannot 
be applied directly to them. 

For continuum states it is clear that the asymptotic 
|x| —» oo form of the solution of (29) determines the 
solution uniquely. Therefore, if a solution of (29) is 
asymptotically equal to the amplitude for a physical 
state 0, then it will satisfy all the requirements of 
(anti)symmetry. For continuum states it is thus only 
necessary to specify exactly the plane-wave part of 
^a^(x), or, equivalently, the delta-function part of 
$ap(k). The plane-wave part can be found by using 
Eq. (10) as a starting point, but, again, invariance is 
easier to apply in the second-quantized formalism. 

As an example, let | Ar+1 $K') be \N+l — n, a, k</; 
n, b, W in), where a and b are bound states of AH-1 — n 
and n particles, respectively, and N+l — n, a is not the 
same as n, b [if the two are the same, the normalization 
of the state has an extra 2~1/2, owing to (8)]. Then 
K^ko'+kfc' and the relative momentum in state & is 
n(N+l-n)(N+l)~lin-lkJ-(N+l-n)-1kb^ It is 
convenient to choose k6 '= — k a '=k, K'=0, so that & is 
(AH-1—-n, a; n,b; kin). The delta-function contribu­
tions to 

<A7a-pi^(0)| AM-1 0O)=(27r)-3/^(p) (30) 
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come when \Na—p) is either 

N+l-n 
N+l — n, a, — q— 

A7 

n-l 
p; » - l , 7 i n , Q P 

iV -) 

IM—n n \ 
N—n, 8ln, —q p; ny b, q p i n ) 

N N ' 

where 7 i n and 8in are arbitrary "in" states of n— 1 and 
N—n particles, respectively, and the momenta have 
been chosen so that the relative momentum in the state 
a is q in both cases. In the first case, a is (N+l — n, a; 
n—1, yin; qin) and the delta-function part of (30) is 

/ N+l — n 
tlk-q p X 

n—1 \ 
n—lyin q p |^(0) | nbk ) 

N f 

N 
= (27r)-3/2( ) hU+—- ( q - k ) ) 

\N+l-nl \ N+l-n 1 

( n—1 n—1 \ 
k - q H p ) , 

n N J 
so that 

Xtfv-6 

N 

N+] 

(n-l)(N+l\ N 

(N+l-n) 

+outgoing spherical waves. (32) 

/ A7 \ 3 

^ ( X ) -> (27r)-3/2( J ««W+l-»>](k-q>.x 
\N+l-n/ 

f(n-\)(N+l) N \ 
6 k q 
\ n(N+l-n) N+l-n ) 

involve only systems containing fewer than N+l 
particles. These form factors are required in order to 
determine the $*$(*) for continuum states 0. 

5. (ANTI)SYMMETRY IN BOUND STATES 

In order to distinguish the physical bound-state solu­
tions of (29) from the unphysical ones, it is clear that 
(anti)symmetry and completeness must be imposed via 
the commutation relations (2) and the completeness 
relation (8) for the physical states: 

/ K Kv 
{Na~(\J,(y/2), M-y/2)l±)N0 > 
\ 2 2 / 

= 8(y)8(K)8a^ 

= Sy fdK' (Na K/21 *(y/2) | N+1 7K'> 

X<A7+1 yK'W(-y/2)\N$ - K / 2 ) 

±sJdK' (NaK/2\tf(-y/2)\N-l a -K'> 

X (A 7 -1 8- K' | *(y/2) | Nfi - K/2) 

= (27r ) - 3 / jKV K ' - y 

( / N K\ / N K\ 

X SjJ K' )foy*l K ' + - ) 
I \N+1 2/ \N+1 2 / 

/ A - l K x / i V - l K \ | 
±S&a*[K'+ W ( K ' J , (35) 

V N 2/ \ N 2/1 

Similarly, in the second case, a is (N—n, 8in; n, b\ qin) 
and 

fN\ 

and, therefore, 

/N\* 
i M x ) -> (T)^(27r)-3/2f - J ^w»)(q-k)-« 

. fN (N-n)(N+l)\ 
Xhiaa[ -q k 

\n n( N+l—n) I 

( N K\ / N K\ 
8(K)8a^ = SyfJ K' )hy*( K ' + - J 

\A 7 +1 2 / \N+1 2/ 

N-l K / N-l K \ / xV-1 K \ 
=b^,a*( K'+ }fJ K' ) 

\ N 2/ \ N 21 
(36) 

+outgoing spherical waves. (33) 

For all a other than these two, ^«/s(x) has only outgoing 
spherical waves at |x | —*oo. For » = 1 , A7 5^1, (32) 
becomes, with 13= (N, a; 1; k in) and a=(A7,a) 

^«/?(x) —> (27r)~3/Vk 'x+outgoing spherical waves. (34) 

Equations (32)-(34) give the invariant part of the 
usual2 asymptotic boundary conditions on the <p7a(x) 
of Eq. (11). 

The plane-wave part of other continuum states can 
be found in a similar way. Thus, the continuum in­
variant functions ^ ( x ) are completely specified by the 
differential equations (29) together with asymptotic 
boundary conditions of the form of (32)-(34). Note that 
the form factors $ on the right-hand side of (32) and (33) 

where the states y are the physical (A^+l)-par t ide 
states and the states 8 are physical (A7—1)-particle 
states. The continuum states y can be found as de­
scribed in the preceding section, and are assumed 
known, as are the (A7—1)-particle states 8. Therefore, 
the correct set B of bound-state amplitudes must satisfy 

£ M K' )foy*( K'+-) 
yEB \N+1 2 / \A 7 +1 2 / 

/ i V - l K x / A 7 - l K \ 
=F5^,„*( K ' + Uj K' ) 

\ N 2/ \ A7 2 / 

_ / ^7 K\ / N K\ 
Syetfayl K' )foy*l — K ' + - J, (37) 

\N+1 2/ \N+1 2/ 
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where (37) must hold for all a, 0, and K'. By choosing a 
single a=@ and a set of points K/, i= 1, 2, • • •, w, with 
w the total number of bound solutions of (29) (n may 
be denumerably infinite), Eq. (37) can be used to deter­
mine which of the bound solutions belong to the set B 
of physical solutions. Clearly, this condition is not very 
practical. The techniques of this paper are more useful 
for continuum states than for bound states. 

With reference to (11), the physical functions (py$ 
give ^a which are (anti)symmetric. Thus, the un-
physical solutions <pysu are such that the (anti)sym­
metrized analog of (11) is zero, that is, if 0 is the 
(anti)symmetrization operator, and <pysu corresponds to 
an unphysical solution of (29), then 

In the case of fermions, if ^ 7 in (38) were a product of 
single-particle functions, then (38) would be satisfied if 
<p78u were any of the single-particle functions, so that 
(38) is the equation which describes the "occupied" 
single-particle states in fermion systems. For bosons, at 
least two values of y must occur in a sum of type (38) 
in order to produce a zero on the right-hand side. The 
interpretation of the unphysical bound-state solutions 
is not clear in this case. 

6. SCATTERING AMPLITUDE 

From the preceding sections it follows that the con­
tinuum amplitudes are determined by the differential 
equations (29) and associated boundary conditions like 
(32)-(34), while the bound-state amplitudes are simi­
larly determined by the differential equations (29) and 
the supplementary condition (37). All that remains is 
to specify the T matrix in terms of the invariant ampli­
tudes. Only processes in which the initial or final state 
contains an incident or emerging single particle are 
easily treated in this framework. 

The example considered here is the T matrix element 
for final state \Nyont-p; l,pout)=\N+l fO) with 
/ = (Nyout; 1; pout) representing a single particle emerg­
ing from the group making up the asymptotic 70Ut state. 
The initial state is taken to be an arbitrary (AT+1)-
particle "in" state \N+1 iin¥). Then it follows from 

the LSZ formalism3 that 

(N+1 /ou t01N+1 iinP) = (N+1 / i n01N+1 iillP) 
-2««(P)«(S<- Sf)(N+l f\ T\N+1 i), (39) 

with T given by 

<#7
0Ut; l; p\T\N+ii)~xy^Mp)- (40) 

The operator x is essentially the source operator for 
the field, so that (40) is a standard form. 

If 7 is a bound state, so that 7 o u t=7 i n=7, then 
X7t

i"(x) can be determined from Sec. 4. However, if 
7o uV7 i n , then Sec. 4 gives x^vOO instead of x7

ouVn(x)> 
and determination of the latter requires a further 
transformation: 

= (27r)3/2(Ar7out-p| x(0) 1 iV+1 i^O) 

= (2TT)3/25« / dK <AVut~PI A7«inK) 

X(AVnK|x(0)|iV+li i n0) 

= (27r)3/2(AVn-p|x(0)|iV+l iin0) 

~2wi(2Ty'2Sa8(Stt~ Sy)(Ny\T\Na) 

X(A ra in-pjx(0)!iY+li in0) 

= X7
in»in(p) — 2iriSa8(8a— Sy) 

X(Ny\T\Na)Xa*v<p). (41) 

Thus, determination of X7°ut;in requires the xa
intiB and 

the iV-particle T matrix. In this formulation, therefore, 
the N+l particle T matrix involves the iV-particle 
T matrix in an explicit way. 
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OSy^y(x2- - •XiNr+i)̂ 73tt(xi) = 0. (38) x7outHp) 


